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Kink-Antikink Collisions in the ¢* Equation: The n-Bounce Resonance and the
Separatrix Map*

Roy H. Goodman® and Richard Haberman?

Abstract. We provide a detailed mathematical explanation of a phenomenon known as the two-bounce res-
onance observed in collisions between kink and antikink traveling waves of the ¢* equations of
mathematical physics. This behavior was discovered numerically in the 1980s by Campbell and his
collaborators and subsequently discovered in several other equations supporting traveling waves. We
first demonstrate the effect with new high-resolution numerical simulations. A pair of kink-like trav-
eling waves may coalesce into a localized bound state or may reflect off each other. In the two-bounce
resonance, they first coalesce, but later escape each other’s embrace, with a very regular pattern
governing the behaviors. Studying a finite-dimensional “collective coordinates” model, we use geo-
metric phase-plane based reasoning and matched asymptotics to explain the mechanism underlying
the phenomenon, including the origin of several mathematical assumptions needed by previous re-
searchers. We derive a separatrix map for this problem—a simple algebraic recursion formula that
explains the complex fractal-like dependence on initial velocity for kink-antikink interactions.
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1. Introduction. In this paper, we provide a complete description of the mechanism un-
derlying a phenomenon known as the two-bounce resonance in the ¢* equations, a strongly
nonlinear dispersive wave equation with a double-well potential:

(1) ¢tt_¢)x:p_¢+d)3:0.

This phenomenon was first described by Campbell and his many collaborators in a remarkable
series of papers in the 1980s [9, 10, 11, 38] and further elaborated by Anninos, Oliveira, and
Matzner [4]. We begin with a demonstration of the phenomenon, before describing its history
and putting the equation in context.

Equation (1) supports a family of traveling wave solutions (kinks)

(2) d(x,t) = o (x — vt) = tanh (§/V2),
where £ = (z — z9 — vt)/v/1 — v? for any fixed velocity v, —1 < v < 1. The antikink solution
is a traveling wave of the opposite orientation, ¢z = —¢x. Each of these asymptotes to +£1,

the only fixed points of (1), and we may ask what happens when a kink and an antikink
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Figure 1. A collision between a kink and an antikink with (a) v = 0.35, showing reflection with one collision
(or bounce), (b) v = 0.213, leading to the mutual capture of the pair, with a large amount of radiation shed,
and (c) v = .1988, the two-bounce resonance.

collide. In the closely related sine-Gordon equation, collisions are well understood because
the equation’s complete integrability severely constrains the dynamics [15]; their behavior will
be described below. To explain the more diverse behavior in ¢* collisions, we begin with some
numerical simulations, details of which are described in Appendix A. A kink and an antikink
are initialized propagating toward each other with speed v:

(3) ¢(x,0) = px (x +x0) + ¢ (x — x0) — 1

with an equivalent initial condition for ¢.(x,0).

At large speeds, the two waves are immediately reflected upon collision, as seen in part
(a) of Figure 1. Below some critical speed v, the two waves may form into a sort of chaotic
bound state, as seen in part (b) of the figure. What is most interesting is that for certain
initial velocities, which fall into a discrete set of so-called resonance windows, the kink and
antikink collide, begin to move apart, but then turn around and collide a second time before
finally escaping from each other’s influence, as seen in part (c) of Figure 1. Because the two
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Figure 2. The output velocity as a function of the input velocity, showing a critical velocity of about
ve = .2598 and several two-bounce resonance windows. (Some details have been suppressed for clarity of
exposition. This will be discussed later.)

waves seem to bounce off each other twice, this phenomenon is known as the two-bounce
resonance.

A summary of this behavior is shown in Figure 2 in which the outgoing speed of the kink
and antikink (postinteraction) is plotted as a function of the incoming speed. The critical
velocity is seen to be v, = 0.2598. The intervals of initial velocities for which the kinks escape
each other’s influence after two interactions were termed two-bounce windows by Campbell et
al. or, more generally, resonance windows. The resonance windows furthest from the critical
velocity are the widest, and they decrease in width with increasing velocity. Figure 1(c)
shows a simulation with initial velocity residing in the first two-bounce window. The bound
state that is formed after the first collision undergoes two internal oscillations before being
extinguished on the second bounce. Figure 3 depicts a resonant solution from the second
window. The bound state clearly undergoes three internal oscillations. Evidently, during the
first collision, the kink and antikink lose kinetic energy to a secondary mode of oscillation, and
if the timing is right, they regain that energy on the second bounce. Figure 2 shows the first
ten resonance windows; in each subsequent window, the bound state undergoes one additional
oscillation before the two kinks collide a second time and separate.

In fact the behavior is significantly more complicated than just described. In addition to
the two-bounce windows, there exist families of three-bounce windows, which feature three
exchanges of energy. The three-bounce windows are situated around the edges of the two-
bounce windows, and seem to accumulate at the edges of the two-bounce windows, much
as the two-bounce windows accumulate just below the critical velocity. Two examples of
three-bounce solutions are shown in Figure 4, as well as the three-bounce window structure
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Figure 3. A collision with v = .2269, showing clearly that the bound state undergoes three oscillations
in the interval between the two collisions. Compare with Figure 1(c), in which the bound state undergoes two
oscillations.

surrounding the first two-bounce window, a structure which has been omitted from Figure 2.
We will show later that, while there is only one type of two-bounce window, the spectrum of
three-bounce window types is much wider.

The purpose of the paper is to present an explanation of the phenomenon demonstrated
above based on dynamical systems perturbation theory and matched asymptotic expansions,
using and extending ideas we have applied previously in [21, 22]. It is organized as follows. In
section 2, we review the ¢* equation, the two-bounce resonance phenomenon, and the findings
of previous researchers. In section 3 we describe a “collective coordinates” model, a system of
ordinary differential equations (ODEs) shown by Anninos, Oliveira, and Matzner to capture
all the relevant dynamics [4]. In section 4, we generalize the ODE model by introducing a free
parameter, and we use a Melnikov energy integral to derive a formula for the critical velocity.
The dependence on this additional parameter yields significant insight into the mechanism
underlying capture. This approach is extended in section 5 in which matched asymptotics
are used to construct two-bounce resonant solutions, which yields a formula for the resonant
velocity windows. This is then extended to general, nonresonant initial conditions in section 6,
where we derive the separatrix map for this problem, an algebraic recursion formula that
reproduces much of the structure of the ODE simulations. We make some concluding remarks
in section 7. Appendix A describes some details of the methods used in the simulation of
ODEs and partial differential equations (PDEs) discussed here.

2. Scientific background. The ¢* equation arises in many contexts and is often used
as a phenomenological model, as it is the simplest nonlinear dispersive PDE that supports
kink-shaped traveling waves. Kink waves are topological entities, defined by their boundary
conditions at infinity and describable in terms of a winding number, and are thus useful as a
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Figure 4. Two examples of three-bounce solutions, with initial velocities v = 0.1886 and v = 0.19125, and
the three-bounce windows surrounding the first two-bounce window in Figure 2.

simple model in theoretical nuclear physics. In cosmology, it is used to model domain walls,
simple structures that may be important in the evolution of structure in the universe [4]. A
summary of around ten applications is described in the introduction to [11].

Once a dispersive nonlinear wave equation has been shown to support localized traveling
wave solutions, a question that naturally follows is how two such waves interact upon collision.
The notes of John Scott Russell, who first observed solitary waves in shallow water in 1834 [42],
contain sketches of a fast solitary wave passing through a slower one. The modern study of
solitary wave interactions begins with the pioneering numerical experiments by Zabusky and
Kruskal of the Korteweg—de Vries equation, which models, among other things, Russell’s
experiments [51] and oscillations in Fermi-Pasta-Ulam lattices. They found, as was later
shown to be typical of completely integrable systems, that two solitary waves pass through
each other upon collision, unscathed but for a finite shift in their positions relative to their
trajectories. They called these waves solitons, and exact solutions describing the collision
of two solitons were found soon after by Gardner, Greene, Kruskal, and Miura [20], who
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first developed the inverse scattering transform technique. Exact kink-antikink and two-
kink solutions of the sine-Gordon equation show that kinks repel each other, while kinks
and antikinks attract each other [15, 29, 37]. Collisions in completely integrable systems are
remarkable for the near-total lack of radiation shed following a collision. Solitons have a
fascinating history that is well accounted in [2, 35, 43] and elsewhere.

Unlike the closely related sine-Gordon equation, the ¢* equation is not completely inte-
grable. Collisions in nonintegrable systems can lead to a far richer set of behaviors. Colliding
waves may, as we have seen, be captured forever, or for a finite time in the case of two-bounce
solutions. Solitons may pass through each other, or be reflected, similarly to solitons. In
addition, they may simply be destroyed, as, it could be argued, happens in Figure 1(c¢). Com-
pletely integrable systems have extremely nongeneric behavior. They are severely constrained
by an infinite sequence of independent conservation laws. Solitary waves in nonintegrable
systems often possess internal modes, which manifest themselves as oscillations in the shape,
amplitude, or speed of the waves. Such modes are absent in integrable systems, but coupling
to the continuous spectrum can play much the same role in nonintegrable systems that lack
discrete oscillation modes [45, 50, 47]. The production of radiation is generally much stronger
in nonintegrable systems, and the internal modes often play an important role in transferring
energy from solitary waves to the continuum.

Solitary wave collisions, and the closely related problem of solitary wave interactions with
localized imhomogeneities, continue to attract a large amount of attention; see [29] and ref-
erences therein. In addition to the examples already cited, they have been investigated in
a wide variety of settings, including Fermi—Pasta—Ulam lattices [14, 19] and Bragg grating
optical fibers [24]. Curved waveguides in long Josephson junctions have been shown to induce
a potential that may be used to trap solitons whose evolution is described by the sine-Gordon
equation [25]. In recent years, Bose-Einstein condensates have provided a tantalizing new ap-
plication for theoretical and experimental studies of nonlinear waves, including their trapping
and interaction [1, 6]. Another way of adding a small amount of nonintegrability into a system
is by replacing spatial derivatives with discrete difference formulas, yielding a large coupled
system of ODEs. Interesting interactions between solitary waves in such systems have been
found in [7] and [36].

2.1. The two-bounce resonance. The two-bounce resonance phenomenon was discovered
by a group from Los Alamos and examined in a large group of papers, each with a slightly
different set of authors, though Campbell and/or Peyrard appear in each [9, 10, 38, 39]. The
existence of the phenomenon was hinted at by earlier numerical experiments by Ablowitz,
Kruskal, and Ladik several years earlier, but was confined to a single remark, due to limitations
at that time in computation and visualization [3]. The most relevant study in the present
case is the first paper in the series [11] by Campbell, Schonfeld, and Wingate. They showed
that collisions between kinks and antikinks may display the two-bounce resonance behavior in
several different nonlinear Klein—Gordon equations—wave equations in which the ¢-dependent
potential energy has two or more local minima of equal depth connected by a heteroclinic orbit.
For example, the ¢* equation conserves an energy E with a dual-well potential V (¢),

o I s

E:ﬁ+—%+V(¢) R T
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and the kink and antikink are heteroclinic orbits connecting the minima of V at ¢ = +1.

They showed, through a series of numerical experiments on kink-antikink interactions in
nonlinear Klein-Gordon equations with different potentials V' (¢), that a necessary condition
for the two-bounce resonance to exist is for the kink to support an oscillatory internal mode,
into which kinetic energy can be transferred during the collision. This in effect robs the kink
and antikink of the energy they need to overcome their mutual attraction. They showed that
the interaction leads to a resonant reflection if the time between the first and second collision
satisfies a relation of the form

(4)

where the parameters w and ¢ are found by a least-squares fit. They found that 27w ~ 5.23,
very close to 2w = 27‘(’\/2/73 ~ 5.13, the value that would arise due to the internal mode
frequency derived below. Thus, this condition states that the internal mode must oscillate
an integer number of times plus some constant offset §. They derived a remarkably accurate
formula for the resonant velocities using (4) and the numerically obtained value of the critical
velocity, which was used in our computations for Figure 2. Their predicted values for v,, lay
inside the resonance window for all values of n we examined—up to n = 15! Essentially,
once the first few window locations are known, the least-squares fit is used to find w and 6,
which can then be used to predict the subsequent windows. Among the other strengths of
our analysis, it provides formulas for both v, and ¢ without requiring any constants to be
found by least-squares fitting. A subsequent study by Anninos, Oliveira, and Matzner found
that there exist many additional, much narrower three-bounce windows in between the two-
bounce windows [4], and that between these are four-bounce windows and so on, all of which
combine to form an intricate fractal structure of reflection windows. They further showed, by
numerical calculation of Lyapunov exponents, that a trapped solution of the type pictured
in Figure 1(b) can be considered chaotic. They used a more accurate numerical scheme and
further analyzed the problem using an ODE model. We will focus on this ODE model to
explain the origin of the window structure and derive a very simple recursion relation that
describes all of this structure’s major features.

Two-bounce resonant behavior was subsequently discovered numerically in the collisions
of sine-Gordon kinks with localized defects in work by Fei, Kivshar, and Vazquez [17, 18, 30]
and later in collisions of orthogonally polarized vector solitons in birefringent optical fibers
by Tan and Yang [50, 45]. We have considered these problems in recent publications [21,
22]. Each of those systems features a small parameter ¢ which measures the strength of
the coupling between translation and oscillation modes, as well as the disparity between the
associated timescales. This parameter allowed us to derive analytically very precise asymptotic
statements about the behavior of collisions in the limits of small e. The ¢* model contains
no small parameter. We will add one artificially to the model ODE described in the next
section and show that the small e perturbation theory, similar to that used in [21, 22], works
qualitatively up to e = O(1), so that the conclusions are still valid when the small parameter
is removed.

to — 11
w

= 2mn + 0,

2.2. Internal modes. The Campbell studies show that the two-bounce phenomenon arises
due to a temporary transfer of energy to a secondary mode of oscillation—a reservoir from
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which the energy is extracted on the second bounce. If a kink solution is perturbed by a small
amount ¢(z,t) = ¢ (&) +x(£)e ™", then y approximately satisfies (1) linearized about ¢ (&).
This takes the form of a Schrodinger eigenvalue problem with a reflectionless potential:

(5) (w? = 2)x = (—83 + —3sech? (f/\@)) X-

This has two discrete eigenmodes. The first, with wg = 0, arises from the translation invariance
of (1) and does not participate in the dynamics. The second has eigenvalue w; = \/g and
eigenfunction

3\ /2
(6) x1(§) = (\/§> tanh & sech €.

3. The Anninos—Oliveira—Matzner ODE model. Anninos, Oliveira, and Matzner per-
formed direct numerical experiments of the two-bounce phenomenon and found additional
three-bounce resonances and a fractal structure we will discuss and explain in sections 6.2
and 6.3. Most of their analysis concerns a collective coordinate model with two degrees of
freedom derived using the so-called variational approximation, as will ours.! This method
may be used in PDE systems that minimize a Lagrangian action, in the case that the dynam-
ics are known empirically to exhibit an underlying low-dimensional behavior. An extensive
exposition of this method is given in a recent review article by Malomed [32].

The variational approximation method assumes that the solution can be well approximated
by a functional form that depends on a few time-dependent parameters. This ansatz is then
substituted into the Lagrangian density and integrated with respect to the space variables in
order to obtain an effective finite-dimensional Lagrangian whose Euler-Lagrange equations
describe the evolution of the parameters. Essentially, this minimizes the Lagrangian action
within a severely constrained class of functions. If the initial conditions are well represented
by the ansatz, and the PDE’s solution stays close to the ansatz for the time considered, this
may be expected to provide useful insights. The resulting ODEs should be thought of as a
model of the PDE behavior, rather than as a faithful approximation. No theorems exist to
guarantee that a solution to the finite-dimensional system approximates the behavior of the
full system, but it often works well in practice.

The ¢* equation (1) minimizes the action due to the Lagrangian density

1 1 1 1
7 L= 202 — —2 4 202 — 244
Following [4, 5, 44], we take an ansatz consisting of a kink and an antikink at an undetermined
position X () as well as two internal modes of undetermined amplitude A(t), each moving in
unison with its associated kink:

(8) Gunsatz(2,t) = dxc(z + X (1) — dxc(z — X(1) + 1+ A(t) (xa(z + X (1)) — xa(x — X(2))).

'This model was also studied by Sugiyama [44] and Belova and Kudryatsev [5], prior to the work of Anninos,
Oliveira, and Matzner, but the paper of Anninos, Oliveira, and Matzner is the closest antecedent to our present
approach. A related collective coordinate model appears in Campbell, Schonfeld, and Wingate [11].
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Figure 5. The potential and coupling functions, F(x) (blue, solid), I(x) (green, dashed), and U(x)
(red,dash-dot).

Substituting this expression into the Lagrangian (7) and integrating x from —oo to oo yield
the effective Lagrangian

(9)  Leg(X, X, A, A) = M(1+ I(X))X? — MU(X) + A% — w?A% + 2M 12 F(X)A,

where
I(X) = 3sech? a(a — tanh a) coth® a,

2
(10) UX)=6 —3 + o+ 3coth o — (2 + 3a) coth? o + 2 coth® a|

F(X)= 3% tanh? avsech? o,

a = /2X, and the constants are defined by

2v2
(11) M:\S[andw: %

corresponding to the eigenvalue in (6). We have departed slightly from the notation of previous
authors by making the three functions /(X), U(X), and F(X) independent of M and putting
the M-dependence directly into the Lagrangian (9). These functions are shown in Figure 5.
We generalize the equations slightly by allowing w to depend on a parameter e,

(12) o= g Je

We will see that when 0 < ¢ < 1, this leads to a wide disparity between the timescales of the
two modes, leading to weak coupling, so we will be able to use perturbation methods, which
work well even when e = O(1).

The Euler-Lagrange equations for the Lagrangian (9) describe the evolution for X and A:

(13a) X = D(lX)(—I'(X)XQ _U(X) + 2M 3P E(X) A),

(13b) A+ WA =F(X),
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Figure 6. The input velocity versus the output velocity for the ODE model (13) with € = 1 and initial
condition (14). The first few window centers are indicated in red. The points marked in green correspond to
the plots in Figure 7.

where D(X) = 2(1 + I(X)). This system conserves a Hamiltonian (not written here in
canonical form),

MD(X) 2

-2 i2 242

X+ MUX)+ A*+w A mF(X)A.

We note that I(X) and F(X) decay to zero exponentially as |X| — oo, while U(X) — 2 as
X — oo and U(X) grows linearly as X — —oo. Therefore X is bounded from below for any
solution with finite energy—the kinks can penetrate past each other only a finite distance.
The energy is not positive definite, but it is in the limit as X — +00, so that when the kinks
are far apart, the energy can be partitioned into positive X and A components.

We simulate the dynamics of (13), along with the “initial conditions” as t — —oo,

H(X,X,AA) =

(14) X~Xg—Vt; X - -V; A—0; A—0.

In practice, we start at t = 0 with X =10, X = -V, and A = A = 0, although the results
are not sensitive to the initial value of X if it is chosen sufficiently large. The analogue
of Figure 2 for numerical simulations of the ODE model is shown in Figure 6 for the case
e = 1. The behavior of this model mimics that of the PDE simulations. Above a critical
velocity v & 0.289, the two kinks reflect off each other with just one bounce, while below
that they capture each other and interact for a longer period. While the behavior in the
regions between the windows is clearly more complex than that of the PDE simulations, the
two-bounce resonance windows persist, as do some of the narrower windows. There exists
a sequence of two-bounce windows of decreasing width at velocities closer and closer to the
critical value, the first five of which are marked in the figure.

In Figure 7, we show several numerical solutions to the ODE (13) with initial condi-
tions (14), corresponding to the marked points in Figure 6. In column (a) the first two-bounce
resonant solution is plotted. The speed at which the solitons eventually escape is exactly equal
to their input speed and A(t) returns to its rest state as t — oo. After the complicated transi-
tion, A(f) undergoes about one full oscillation. The two “bounce times” at which X achieves
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Figure 7. Five solutions to (13), corresponding to the five marked initial values in Figure 6. Ezplanations
are given in the text.

its local minima are marked as ¢; and ¢2. The other images are marked similarly. Column (b)
is from within the second resonance window, but not quite on the resonance, and illustrates
two facts. First, A(t) undergoes one more complete oscillation than the solution in the first
window, and second, since this initial condition is not quite resonant, A(t) does not return
to zero as t — +o00. In column (c), we have plotted a nearly resonant three-bounce solution.
Column (d) shows a solution with ten bounces, and column (e) shows a solution with the
initial speed greater than v., in which the solitons bounce off each other just once.

We note that the point (+00,0,0,0) is a degenerate saddle-center in the four-dimensional
dynamics. The two- and three-bounce resonant solutions discussed above are homoclinic orbits
to the invariant manifold (400, X,0,0). Homoclinic orbits to (nondegenerate) saddle-centers
have been previously studied by many (see, for example, [48]). Embedded solitons may also
be thought of as homoclinic orbits to saddle-centers [49].

A reconstruction of the wave field from a solution to the ODE (13) with two-bounce
resonant initial velocity (corresponding to point (a) in Figure 6) is shown in Figure 8. In fact,
the entire structure is composed of many windows of varying widths. True capture is possible
for the ODE system only on a set of initial conditions with measure zero, by reasoning similar
to the Poincaré recurrence theorem of Hamiltonian mechanics [23].

Before proceeding, we first make note of a few scalings of the evolution equation (13) that
will be important in different parts of the phase space. First, we introduce polar coordinates
J and 6 in the A-A variables A = Jcosf and A = wJ sinf, under which (13) becomes

D(X)X = —I'(X)X? - U'(X) + 2M 3/2F(X)J cos 6;

. 1
J=—F(X)sin®;
(15) CF(X)siné,
. cosf
0=— .
v wd

As always with polar coordinates, these equations become degenerate near J = 0. If we make
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Figure 8. The full solution reconstructed from the finite-dimensional model (13), with initial velocity
v = 0.2093, at the center of the first resonance window in Figure 6.

the scaling Ji, = wJ, then (15) becomes

i} : 2
D(X)X = —I'(X)X% —U'(X) + =M 32 F(X)Jiy cos 0;
w

(16) Jin = F(X) sin 0,
. cosf
0= —

w 7

which is the scaling implicitly assumed in the remainder of this section, and will form the “inner
approximation” in our matched asymptotic expansion. Note that in the limit as w — oo, X
evolves independently of Ji, and 6, but J;,, and 6 depend on X. Finally, the scaling Jous = /wJ
leads to

D(X)X = -I'(X)X?-U'(X) + i]\r?’/?F(X)JOut cos 0;
w

. 1
(17) Jout = ﬁF(X) sin 6;
. cosf
0=—w-+

\/ajout .

This will form the “outer approximation” in our matched asymptotic expansion. In the limit
as w — 00, X evolves independently of J;, and 6, and vice-versa.

4. Calculation of the energy change and critical velocity. The Lagrangian (9) contains
two degrees of freedom X and A coupled only through the final term 2M~Y2F(X)A. If the
frequency is very large, w > 1, the coupling between the two modes is weak, since (21), which



¢* KINK-ANTIKINK COLLISIONS 1207

Figure 9. The homoclinic orbit (bold) acts as a separatriz between unbounded orbits and closed bounded
orbits for the unperturbed evolution equation. The orbits coincide with level sets of the energy of (18), and the
separatriz corresponds to E = 0. In red is overlaid the X-X projection of a two-bounce resonant solution with
e = 0.3 and vin = 0.687.

is derived from (13b) by variation of parameters, shows that A is uniformly small when w is
large. Considering the X equation decoupled from A, the solutions lie along the level sets of
the energy

MD(X)

(18) E=—

X2+ M(UX)-2).

The plot of Figure 9 shows that the two-dimensional phase space supports three types of
orbits: unbounded orbits with positive energy that approach X = +oo with finite velocity as
X — 00, bounded periodic orbits with negative energy, and between them a separatrix in the
form of an orbit homoclinic to a degenerate saddle fixed point at (X, X) = (+00,0), lying on
the level set £ = 0. The unbounded orbits correspond to kink-antikink pairs that reflect off
each other, while the bounded periodic orbits describe a kink-antikink pair bound together
to form a period breather solution. Without coupling to the mode A(t), solutions cannot
move from one side of the separatrix to the other. We employ a Melnikov integral method to
measure the change in energy caused by the coupling to A [34].

With weak coupling, the black curves of Figure 9 are no longer invariant, and can be
crossed, as is shown by the red curve in that figure. We employ a Melnikov integral to
measure the change in energy over an approximately homoclinic orbit. We will show that
the change in energy is small due to small coupling and the change of energy is at first
negative (as (13) is a coupled Hamiltonian system with energy sharing). Thus, there is a
small critical energy which we convert to a small critical velocity v.. Solutions with this
critical velocity and no energy in the A(t) mode as t — —oo lie on the stable manifold to the



1208 R. H. GOODMAN AND R. HABERMAN

set {(X,X,A,A)|X = 400, X =0, and A% + w?A% = Mv?2}. If the initial velocity is larger
than v, then the interacting kink and antikink escape after the first bounce with their energy
after interaction reduced by the amount calculated by the Melnikov integral. If the initial
velocity is less than the critical velocity, then kink-antikink capture and other dynamics are
possible. We will analyze this here.

A Melnikov integral often arises in showing the persistence of intersection between two
invariant manifolds of a differential equation as a parameter is varied. If the unperturbed
system has a conserved energy, then the distance between the two manifolds can be measured
by the difference in energy between two solutions. By integrating the rate of change of distance
along the unperturbed manifold, one arrives at the Melnikov integral. A zero of this integral
indicates that the two manifolds intersect [26, 34]. In the present case, we are not looking
for zeros of the integral but merely differences in energy. The formulas we derive later for
resonant solutions can be thought of as finding zeros of a more complex multipart Melnikov
integral.

To compute the approximate change in energy over one nearly homoclinic orbit, AF, first
note that when coupled to the mode A(t), the energy E given by (18) is now variable. By
differentiating (18), we find its rate of change is given by

‘ilf =MX (2(1 +I(X)X +I'(X)X + U’(X))
(19) =MX M23/2 F'(X)A
2 . d
— ﬁA%F(X).

The total change in energy is thus given by

(20) AE = /_ Z ;MA;tF(X)dt _ _\/2M /_ Z F(X)%dt,

after an elementary integration by parts. Away from the degenerate fixed point at (X, X ) =
(+00,0), the inner approximation (16) is valid, so that to leading order A depends on X but
X evolves independently of A. Given that lim; . ., A = 0, we may solve for A by variation
of parameters and find

CIVES 1M <_ coswt/_; P(X(s)) sinws ds—l—sinwt/_; F(X(s))coswsds) .

Differentiating this with respect to time, and incorporating the result into (20), we find

t t

2 o0

ap=— [ Pxa) [sinwt/ F(X(s))sinwsds—i—coswt/

—00 —0o0

F(X(s))cosws ds] dt.

Substitution of u = ffoo F(X(s))sinwsds in the first integral, and a similar substitution in
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the second, converts AFE into an elementary integral, which simplifies to

( / h F(X(t))coswtdt>2 + ( / Z F(X(t))sinwtdt) 2]

2

1
(22) AE=——

= —% ‘/: F(X(t))e™tdt

Any trajectory with kinetic energy initially below the calculated value of AE will cross the
separatrix into the region of bounded orbits—and be captured. Therefore the critical velocity
is that for which the kinetic energy is exactly AE. As X — 400, the energy approaches
M X?2. Therefore the kink-antikink pair will capture each other if v < v, where M v2 = AE,
ie.,

(23) ve = % ‘ /_ Z FOX(8))etdt]

The integral (23) and those leading up to it could be calculated exactly using the (unknown)
exact orbit X (¢). For large values of w (small €), the critical energy is small. Therefore X (¢)
remains close to the homoclinic orbit. Thus we obtain an approximate value of AE by using
the homoclinic orbit Xg(¢) in (23). Because (13) is autonomous, we may assume that Xg(t)
assumes its minimum at ¢ = 0. Then Xg(¢) is even, and the complex exponential in the
integral defining v, may be replaced by the cosine.

In addition to calculating v.(€) empirically by repeated numerical solution of the model
ODE (13), as described in Appendix A, we calculate the critical velocity by evaluating this
integral in two ways. The first is numerical: along the homoclinic orbit, X — 0 as X — +o0,
so the energy (18) is E = M(U(4+00) — 2 = 0. Letting B(X) = %((XX)), we find along the
separatrix for ¢ > 0

(24a) X = /B(X), X(0) = Xumin,

where X, &~ —.5299 is the finite solution to U(X) = 2, the leftmost point along the ho-
moclinic orbit. (For ¢ < 0, X < 0, so the other branch of the square root would be used.)
Simultaneously, we solve the auxiliary equation

. 2
(24Db) Y = MF(X) coswt; Y(0) =0.

Then X(t) is the solution along the separatrix and lim; . |Y| = v, comparing with (23),
and using the even symmetry of the separatrix solution.

Under the assumption w > 1, we may also compute v. asymptotically using the residue
theorem, closing the contour in the upper half-plane. The dominant contribution to the
integral comes from the poles nearest the real axis in the upper half-t-plane, which occur at
X4 = +im/2v/2, where |F| — co. The two poles in the ¢-plane are found by integrating (24a)
numerically:

+ i
vz d
(25) ty = £T, +4T; = i/ e < VB(X) & £0.6555 + 0.8787 .
Xmin
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Thus there are two poles that contribute terms of the same order asymptotically in the integral.

For simplicity, we will derive the series solution near ¢,. The series about the other pole
is obtained analogously and is related to it in a simple way although care must be taken in
choosing the proper branches for the complex square root term. To obtain the series expansion
for F'(X(t4)), we first find a series for X — X in terms of t — ¢4 by expanding 1/B(X) in a
Taylor series at X, where it is analytic. We insert this expansion into (24a) with the initial
condition X|;—;, = X and integrate. This series is inverted to give a series for ¢t —¢ in terms
of X — X, . Finally, this series is substituted into the Laurent series for F'(X) at X = im/2v/2,

3 T
P(X) = - E— ——+0(),

8(X — 7)1t AX - 755)?

to yield a Laurent series for F((X(t)) about ¢t = t,, which is then multiplied by ¢*!. The
residue Res(F(X (t))e™? ¢, ) is then given by the coefficient of (t —#,)~! in the series form of
this product.

The series about t_ is calculated the same way, using the other branch of the square root
in integrating (24a). The residue at this pole is minus the conjugate of the residue at ¢,
i.e., Res(F(X(t))e™!, t_) = —Res(F(X(t))et t,), so by the Cauchy residue theorem, the
two poles give a combined contribution to the integral (27)2i Im Res(F (X (t))e™?, ¢, ), which
is real, as it must be since the integral is real by the symmetry of X (¢). Contributions to
the integral from additional poles located further north in the complex plane have not been
computed, but would give corrections to this calculation.

This procedure is completed using Mathematica, and the expansion of the critical velocity

is

(26)
n2e~wTi 4 4i —64 +37(2i + )
— I wlr [ 3 + 2
Ve [ [6 ( 92i+ )2 22— Gin(2i+ 1)

| 49152 + n(3328i + 7(4700 + 97 (4i + 7))
384(2i + 7)3

(2195456 + m(~185344 + m(~285440i + 3m(6440 + 3m(556i +9(6 — im))))) )] ‘

2048+/12 — 674 (2i + 7)3

or approximately

ve = Me T

Im [e™Tr ((—2.714 — 4.565i) + (5.831 + 0.186i)w
—(1.251 — 2.674i)w* — (0.287 + 0.134¢)w™)]| .

The critical velocity is plotted in Figure 10 as a function of €. In this figure, we plot the
critical velocity as computed by three methods: direct numerical simulation of ODE (13) with
initial conditions (14), numerical computation of the integral (23) via simulation of ODE (24),
and evaluation of the integral via expansion (26). The quantitative agreement is excellent up
to about € = 0.2, and the qualitative agreement is excellent up to € = 1, with the theoretical
computation reproducing the surprising numerical discovery that the critical velocity varies
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Figure 10. The critical velocity, computed by direct numerical simulation (blue, solid), the numerical
evaluation of integral (23) (green, dashed), and the contribution of the dominant poles of the integral, given
in (26) (red, dash-dot).

nonmonotonically and in fact vanishes altogether for at least three values of e. We note in
passing that all four terms computed in (26) were needed to obtain the good agreement seen
in this figure.

The quantitative disagreement at ¢ = 1, the physically relevant parameter value, is to
be expected. By direct numerical simulation of (13), we find v. = 0.289. Via numerical
integration of the integral (23) using the ODE system (24), we find vintegral = 0.4307, and
using the expansion (26), we find vyesique = 0.3828. The qualitative agreement, however, is so
striking that we are confident that the mechanism of capture has been fully understood.

That the critical velocity depends on a parameter nonmonotonically is surprising, but not
unprecedented, having been observed in another study of kink-antikink interactions in a non-
linear Klein—Gordon equation by Remoissenet and Peyrard [39]. That it vanishes for certain
values of the parameter is even more surprising, but highlights the resonance mechanism of
energy transfer. Equation (23) shows that the amount of energy transferred—Mv2—is propor-
tional to the square of the Fourier transform of F(X(t)) evaluated at the internal oscillation
frequency w. If the Fourier transform vanishes at a particular value of w, no energy can be
resonantly transferred to the internal oscillation, which is what happens in this case.

4.1. A generalization of the calculation for subsequent interactions. Each subsequent
interaction involving an exchange of energy is described by a Melnikov integral consisting
of the value previously calculated, plus an additional term depending on the amplitude and
phase of A(t) in a manner to be described below. If instead of vanishing as t — —oo0,

v Mo

(27) A

Asinw(t — ¢),

where the coefficient has been chosen for later convenience, then this adds an additional term
to Melnikov integral (20) of the form AFegn = —2Mv2Acoswe and the total change in
energy is given by

(28) AE = —MvZ(1+ 2Acoswe).
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Given that A(t) — 0 as t — —oo, then for large values of ¢ after the first interaction, (21)
predicts that A ~ % sinw(t — t1), where ¢; is taken to be the “symmetry time” of the first

homoclinic orbit, the instant at which X = 0. If the symmetry time on the second homoclinic
orbit is given by t9, then ¢ = t5 — t; and A = 1. The second change of energy is given by

(29) Ey = Ey — Mv2(1+2cosw(ts — 1)),

and the combined change in energy is given by the sum of the two Melnikov integrals (22)
and (28):

(30) AEcombined = —2Mv2(1 + cosw(ty — t1)).

If the combined change in energy from (22) and (29) is zero, then after the second interaction
all energy is returned to the propagating mode X and none resides in the oscillatory mode A.
This will happen if cosw(te — t1) = —1, i.e., if

(2n + 1)7r'

1 to — 1t =
(31) 2=t =

In the next section we show how to determine to — t1.

5. Matched asymptotic construction of two-bounce resonant solutions. If vy, > v, the
trajectory does not cross from outside the separatrix to inside, so the kink and antikink do
not capture each other but move apart after just one bounce. If vy, < v., the solution jumps
to the inside of the separatrix and the kink and antikink will initially move apart and then
will return to interact again. Following [21, 22|, we will construct two-bounce solutions via a
matched asymptotic expansion. Note that the energy is given by E = 0 along the separatrix
orbit and is greater (smaller) on the exterior (interior) of the separatrix. The solution consists
of near approaches to the degenerate saddle at (X, X) = (400,0). These are connected by
homoclinic orbits. The near saddle-approaches are (slow time, in a manner to be made precise)
outer solutions in a matched asymptotic expansion, and the homoclinic orbits are (fast time)
inner solutions. Each outer solution orbit lies along a level set of the energy and is connected
in forward and backward time to the homoclinic orbits. The difference in energy between two
subsequent outer solutions is given by a Melnikov integral along the homoclinic inner solution
connecting them. The Melnikov integral is dependent on the amplitude and phase of the mode
A(t) and thus differs on each subsequent bounce.

The matched asymptotic expansion of the two-bounce resonant solution consists of five
components, as can be seen in Figure 11:

1. a near saddle-approach to X = +oo with energy Ey = Mv?, such that X — vy >,
—ve < vjp < 0, as t \, —o0;

2. a homoclinic orbit from one saddle-approach to the next satisfying X (t1) = 0, with
energy change AFE; given by (22);

3. a near saddle-approach to X = 400 with energy £ = —MW?, such that X achieves
its maximum at t = t*;

4. a homoclinic orbit from one saddle-approach to the next satisfying X (t2) = 0, with
energy change AFEs given by (28) with the phase ¢ to be explained below;
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142 such that

5. and a near saddle-approach to X = oo with positive energy £ = 50,

2
X — VUout, a8 t /" 0o.

If vout = —vin, the solution will be called a two-bounce resonance. Nearby solutions which
also escape to the positive energy region on the second bounce with energy FEs, satisfying
0 < E9 < Ey, will be called near resonances and give the resonance window its width. The
change in energy calculated at step 4 might be insufficient to return enough energy to the
propagating mode for it to cross the separatrix a second time. In that case, the trajectory
stays inside the separatrix, repeating steps 3 and 4 until £ > Mwv?2 and the trajectory escapes
to X = +o00. The solution is an n-bounce resonance if vy, = —v;n and the solution contains
7 inner expansions.

The change of energy at step 4 above is determined from the initial conditions using (28)
with ¢ = t9 — 1, obtained from the matching conditions between the solution at step 3 above
with steps 2 and 4. The condition for an exact two-bounce resonance is given by (31). Because
the cosine function is oscillatory, to — ¢ in (31) must be known to O(1), even though we will
see that to — t1 is exponentially large for small values of e.

Expansions of the two outer solutions that lie outside the separatrix will not be needed
in determining to — t1, so we concentrate on expansions of the homoclinic orbit and of those
with energy £ < Mv?2.

5.1. The homoclinic orbit and its large X expansion. The differential equation for the
homoclinic orbit is given above in (24a). We alter the initial condition slightly to X (1) = Xmin
for consistency with the framework above. We are interested in the large X expansion of this
solution, which corresponds to the near saddle-approach to the degenerate saddle, so we
expand U(X) and I(X) for X > 1 and find (to O(1), the order that will be needed for
matching)

U(X) ~2—12e72* + O(ae™),

(32) I(X) ~ 12672%(a — 1) + O(ae ™),

where, recall, & = \/2X. Separating variables in (24a) yields an exact expression for the
homoclinic orbit,

1+ (X
(33) it — t] = / - 1+1X) 5
mln X)

Using the expansion

(34) o é(())(()) ~ \/%e“ ++0(ae™),

the homoclinic also exactly satisfies

X _ X Y _
(35) It—m:/ \/11»26@%0‘”/ ( LHIX) L v )d}‘(.

Xmin Xmin
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The first integral is evaluated explicitly:

|
— ¢ .
/Xmin V12 V24
The second integral is approximated for large X (as X — oo) by

X 1+ I(X) 1 g\ e
(37) /Xmm < 2—U(X) — \/ﬁe 2X> dxX

o0 1—|—I(X) 1 V32X _ -3
N/Xmm< T U 2X> aX +0 (Xe V).

(36) VX g% = L (e\/ﬁX — e\/iXmi“> .

Let the constant integral on the right-hand side be denoted Z and define R =7 — ﬁe‘/ﬁxmi“,
which is calculated numerically to be about R & 1.904. Then the first homoclinic orbit, in a

neighborhood of X = 400, may be expanded as
L ex —V2X
(38a) t—t] ~ —e —i—R—i—O(Xe ) as t —t1 — +oo.
V24
Similarly, the second homoclinic orbit, characterized by its symmetry time to, satisfies
1
(38b) tg—twﬁeﬂX—i-R—i-O(Xe*ﬂX) as t —tyg — —oo0.

5.2. The near saddle-approach and its finite time singularities. For large values of X,
the outer scaling (17) applies, and the differential equation for X can be approximated by the
unperturbed portion of the evolution, obtained by omitting the A-dependent term from (13a).
Its energy is asymptotically constant, given by (18) with £ = —MW?, which we may write
as

: 2-W2-U(X) B
(39) X:\/ I N\/12e2ﬁX—W2

along with the initial condition that U(X)|;—¢ = 2 —W?. The leading-order part on the right
side of (39) may be solved exactly by separation of variables to yield

(40) cos <\/§W(t - t*)) - \/Wl%eﬂx.

This equation expresses the scaling of the solutions at large X, which are a little bit unusual.
They show that it is best not to scale X, but to scale VX = 0 (%), which implies that
X is large, since W is small. Furthermore, we see that in this region t — t* = O (%)
This is important because it implies, since ¢ is large, that X evolves on a slow timescale in
this region (relative to the fast timescale of the homoclinic orbit). These scales could have

been determined directly from (39) above, but the exact solution (40) helps to make this
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even clearer. Despite the fact that the leading-order component of X evolves slowly, the
simultaneous fast oscillation of A(t) will play an important role in what follows.

From the expansion (32), the potential exponentially decays as X — oco. The local phase
portrait near this degenerate saddle point would show that these local solutions with negative
local energy approach X — —oo forward and backward in time. From the explicit general
solution (40), these asymptotic behaviors as X — —oo are seen to be finite time singularities,
forward and backward in time, and we compute these times at which these singularities occur.
For example, going backward in time from the near saddle-approach after the first pass, as
V2W (t —t*) — +7, the left side of this equation vanishes, implying that X — —oo, leading
to the singularity

™

i 1 V2X *
—e as t tT — .
™ 22W

41 t—t*+ ~
(412) s " Vo

Similarly, after the near saddle-approach,

™

2V/2W

(41b) b+t VEX a5t St 4

m 1
~ —¢
2V2W /24
Equation (41a) describes the finite time singularity that occurs in backward time. Note that

as the left-hand side goes to zero, this forces X — —oo, and a similar statement holds for the
forward-time singularity (41b).

5.3. Matching the homoclinic and near saddle-expansions. Let us describe in some de-
tail first how (38a) connects to (41a). We wish to carefully explain the seemingly contradictory
statement that in (38a), X — +oo, and in (41a), X — —oo. If interpreted incorrectly, this
impression is always a danger in matching. In linear saddle point problems the exponential
growth of the saddle-approach matches the exponential decay of the homoclinic orbit. Here
the algebraic growth of the degenerate homoclinic orbit matches the finite time singularities.
The asymptotic expansion (38a) is valid as t — oo and asymptotic expansion (41a) is valid
at t approaches the singularity backward in time. There should exist an elementary overlap
region in which both are valid: X should be large with respect to its minimum on the ho-
moclinic orbit, but far away from the maximum value obtained on the near saddle-approach.
The functional forms are equal if t* —¢; = R + 2\/%W and similarly matching (38b) and (41b)

to —t* =R+ 2\/7%W' Combining these yields

s

42 to —t1 = 2R + .
(42) 2 — 11 2w

This expresses the asymptotic expansion of the period, which increases without bound as the
energy approaches zero from below. More importantly, (42) tells us how the time between the
two bounces (asymptotically the center times of the two homoclinic orbits that describe the
inner solutions) relates to the energy level upon which the saddle is approached. A diagram
of the matching procedure for a two-bounce resonant solution is shown in Figure 11.
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Figure 11. The solution X(t) (blue, solid), along with the inner, homoclinic, solutions (red, dashed), and
the outer approzimation, the megative-energy near saddle-approach (green, dash-dot). The homoclinic orbits
are centered at t1 and t2, given by (38), and the near saddle-approach is centered at t*, given by (40), and has
vertical asymptotes at t = t* £ m/2+/2W. The inset shows a close-up of the bowed region around t2 and shows
how the O(1) constant R is used in the matching.

5.4. Two-bounce resonant velocities. In order to obtain the exact two-bounce resonance,
(42) must agree with (31) so that

1
V2 (2L 2Ry

w K

W =

Before the interaction, the energy in the propagating mode is £ = Mv2. After the interaction,
the energy in the propagating mode is £ = —MW?, and according to the reasoning leading
up to (23), they differ in energy by AE = Mv?2. Therefore v2 — v? = —W? so that

o

1/2n+1 2R\ *
4 = fv2— = _ ,
(43) v \/vC 2( - 71->

The theoretical and empirical values of v,, are plotted in Figure 12 for the case ¢ = 0.175. In
this figure, the empirical value of v, is used rather than the asymptotic expansion (26). The
agreement is of course best for small values of € and v.. The resonant velocity v, is plotted
against n for the case e = 0.175 which is chosen because the separation between the timescales
in the two modes is large, yet the critical velocity is near a local maximum.

Formula (43) contains a wealth of information. As the critical velocity depends on ¢, this
explains how n,i, depends on €. The value of n in this equation must be large enough that the
quantity under the square root is positive. This may be interpreted in reference to Figure 9.
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. . . . . .
14 16 18 20 22 24 26 28
n

Figure 12. The theoretical (line) and numerical values of the first 15 two-bounce resonant velocities of (13)
with € = 0.175.

The period of the closed bounded orbits on the interior of the homoclinic orbits diverges as
their energy approaches the energy along the homocline, and this determines ¢ — ¢;. When
v, is small, the trapped orbits must stay near the heteroclinic orbit (within a distance Mv?
when measured using the energy). Therefore ty —t1, and with it n, must be sufficiently large.
As n — o0, the two-bounce resonant velocities accumulate at the critical value, v, — v, as
seen from (43).

6. The separatrix map and its consequences. Of course, the above formula (43) applies
only for a countable sequence of initial velocities (for almost no initial velocities, to put it
in stark probabilistic terms)! Fortunately the analysis can easily be extended if we relax
the condition that the changes in energy due to the first two interactions sum to zero. We
follow ideas we first developed for propagation of a sine-Gordon kink past a defect [21] and
interacting vector solitons for a coupled pair of nonlinear Schrédinger equations [22].

To generalize the results of section 5, we will need to know the energy E(t) after a finite
number of jumps, as well as information about the phase of A(t). We first discuss A(t). Along
the first homoclinic (inner) solution, as t — t; — 400, asymptotic evaluation of the variation
of parameters formula (21) yields

A(t) ~ ——Zsinw(t — t1) + algebraically small nonoscillatory terms,

where v, is given by (23), which is small beyond all orders in w™! by (26). The term o = 41
is given by o = sign (/% F(Xg(t)) coswtdt). As t —t; — oo along the jth homoclinic inner
solution, this generalizes to:

oV Mue
o

(A~

sinw(t — t;) + algebraically small nonoscillatory terms.
i=1

The algebraically small terms above do not play an important role in the dynamics, and
we concentrate on the oscillatory terms. The appropriate generalization of energy change
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formula (29) is given by

7j—1
(45a) E; = F;_1 — Mv? (1 +2 Z cosw(t; — tz)> ,

where (t;) is the sequence of bounce times and, as in (42),
T

VA—2E; /M

This is an example of a separatriz map, as has been widely studied, for example, in the book
of Lichtenberg and Lieberman [31]. Taking the initial energy to be Ey = Mv3, (45a) may be
summed over j. Using the identity cos0 = 1 and rearranging terms, we find the double sum:

(45b) ti—1t;1= 2R +

n n
(46) B, = Mug — Mv2> > cosw(ty — t;).
i=1 j=1

Therefore, an initial velocity lies in an n-bounce window if after n — 1 bounces £ < 0 but
after n bounces £ > 0. In between bounce j and bounce j + 1, the energy is £ = —M sz.
Equation (46) allows us to describe many further details of the fractal structure of the bounces,
several of which we describe below.

Separatrix maps similar to (45) have been widely studied, and while the dynamics of
the map will quickly diverge from the dynamics of the ODE system it approximates, they
have been a valuable tool in the study of chaotic dynamics in Hamiltonian systems in the
region of a so-called stochastic layer [31]. Such a map has also been termed the whisker
map by Chirikov [12]. Rom-Kedar has constructed horseshoes for such separatrix maps, and
the associated symbolic dynamics, in time-dependent Hamiltonian systems [40, 41]. Often
such maps are studied by using Markov chains or other probabilistic methods to examine the
statistical distributions of exit times [16, 33, 40]. In the present case this corresponds to the
number of bounces preceding escape.

The separatrix map (45) appears at first to depend on the entire history of the trajec-
tory, due to the summation term in (45a), but this sum could of course be simplified to
Ap cosw(t — Tp) by standard trigonometric identities. The map can further be reduced to two
dimensions by restricting the dynamics to a level set of the Hamiltonian, and thus should be
amenable to the types of analysis discussed briefly in the preceding paragraph. This analysis
usually proceeds by identifying turnstile lobes in a perturbed separatrix, by which trajectories
may pass from one region of the phase space to another. Because we are interested in the case
where A(t) is initially unexcited, we have instead found an expression for v, which describes a
complementary problem, and it is not useful for us to look on level sets of the Hamiltonian in
order to explain phenomena such as Figure 6. By considering the case where A(t) is excited
before the first collision, and considering the restriction to a level set of the Hamiltonian, we
could study the familiar lobe structure for the map (45) using £; and 7; as the coordinates.

6.1. Width of the two-bounce windows. The two-bounce windows consist of all initial
velocities less than v, such that Fy > 0. Therefore their edges are defined by the condition
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that Fs = 0. We look for the edge of the two-bounce window with velocity v,,, for which the
time between the first and second bounce must be

w(tg — tl) = (2n + 1+ 5n)’ﬂ',

i.e., close to the time between bounces for the two-bounce resonance. Equation (46) then
reduces to 0 = MvZ — Mv2(2 — 2 cos é,7), or

2
Yo

(47) cosbp,m =1 — 20

This, together with the Melnikov integral relating Fy with vg, defines 6,, and vy implicitly, but
for large values of n, vy & v¢, so that cos 6,7 =~ %, or Op+ ~ i%. Thus the edges of the window
occur approximately, for large n, when coséd,m ~ %, that is, 6,4 =~ :l:%. Via the matching
conditions, the left and right edges occur at

1/2n4+14+68,. 2R\ 2
(43) vniz\/vz—2(i—> |

w m

6.2. Other resonant solutions. We call a general solution an n-bounce resonance if after
n bounces, all the energy resides in the translating mode and none in the oscillatory mode,
ie., if B, = Mv3 or

(49) i cosw(t; —t;) = 0.

ij=1

Such solutions are highly symmetric, and their symmetry helps us to simplify this relationship.
In particular, before the last bounce, the solution must have the correct amount of energy to
return exactly to Fy. This implies that the energy in X before the final bounce must exactly
equal the energy after the first bounce. A similar relation holds for the penultimate bounce
and the second, and so on. We examine the three- and four-bounce resonant solutions in
detail.

For the three-bounce resonance, Wi = Wy, so t3 — to = to — t1, and (49) may be factored
as (2cosw(ta —t1) +1)2 =0, ie.,

1 1
(50) cosw(ty —t1) = —g or w(te —t1) = <2n +1+ 3> .

Using our previous arguments about energy, this requires that

-2
, 1(2n+1+£5 2R
i R TR

Thus for each complete two-bounce resonance, there exists a pair of complete three-bounce
resonances, one on either side. In fact this formula exactly matches formula (48) for the edges



1220 R. H. GOODMAN AND R. HABERMAN

of the two-bounce window as n — oco. As n gets large, then the three-bounce resonance
windows line up increasingly close to the edges of the windows.

For the complete four-bounce resonance, Wi = Ws, so t4 — t3 = to — t1, and, using
trigonometric angle sum formulas, (49) factors as

(51) (14 cosw(ta —t1))(1 + cosw(ts —t1)) = 0.

Setting the first factor equal to zero yields the two-bounce resonance condition, so the four-
bounce resonance condition is that w(ts — t1) = (2n4 + 1)7 for some ny € Z. There is no
bound here on ng4. If v is between the nth and n + 1th two-bounce windows, then there exists
a four-bounce resonance solution for all ny > n such that the corresponding formula for v
does not lie inside a two-bounce resonance window. Similar formulae to (50) and (51) can be
derived for complete resonances with a larger number of bounces, although they do not factor
as nicely as (51). However, we will show numerically that the complete resonances do not tell
the whole story of the fractal structure of multibounce windows.

6.3. The complete fractal structure. In this section we demonstrate numerically that
(45) describes the entire intricate structure of the collective coordinates model of the kink-
antikink interaction problem. Equation (45) gives a formula for the energy after n+ 1 bounces
in terms of the energy after n bounces. If after n bounces F,, > 0, then the kink and antikink

begin to move apart with velocity v = 4/ % For a fixed value of e, we followed the trajectories

of a large number of points between 0 and v.(€) and recorded two quantities for each: the
number of bounces before the kink escaped and the velocity with which it escaped—the
analogue of Figure 6.

The upper panel of Figure 13 shows all the reflection windows with up to four bounces,
computed from the algebraic recursion relation. The lower panel is the result of direct numer-
ical simulations of the model ODE system (13), as in Figure 6, but all solutions with greater
than four bounces have been hidden, and the remaining portions of the curve color-coded by
the number of bounces. It is clear that the algebraic recursion relation replicates the struc-
ture, if not the exact location, of all the windows. In addition, we see a much richer structure
of three-bounce resonance windows surrounding each two-bounce window—very few of which
correspond to complete resonances. Similarly, we find four-bounce windows surrounding each
three-bounce window, and a whole hierarchy of narrower and narrower windows as we look
increasingly closely at the structure (as demonstrated in Figure 14) which is responsible for
the chaotic dependence on initial conditions. The many complete four-bounce resonances
obtained as solutions to (51) form sequences that accumulate at the edges of the two-bounce
windows, forming an additional piece of the fractal structure. Many more interesting features
appear in the fractal landscape which we do not discuss here.

A further informative plot can be made in two dimensions. In Figure 15, the number
of bounces before the kinks escape is plotted as a function of v and €, computed using the
separatrix map (45). This is plotted in Figure 15 using the value of v.(€) obtained by direct
numerical simulation to compute AE in (45). Each colored region is analogous to the set of
“middle thirds” that is deleted at a given step in the construction of the classical Cantor set.
What remains at the end of this process is a measure-zero set of initial conditions that are
unbounded as t — —oo but bounded as t — 4+o00. We describe the fractal structure here in
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Figure 13. The window structure due to recursion formula (45) (top) and due to direct numerical simulation
(bottom). 22501 equally spaced values of v between 0.05 and 0.275 are used in each plot. Solutions that escape
after 1,2,3, or 4 bounces are colored black, blue, green, and red, respectively.
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Figure 14. Zooming in on the region surrounding the leftmost two-bounce window in the upper image of
Figure 13. In the upper left image, only the two- and three-bounce windows are shown. Moving clockwise, in
each successive figure we look at the region between the two dotted lines in the previous figure, seeing three- and
four-bounce, four- and five-bounce, and five- and siz-bounce resonance windows, respectively. The left and right
edges of the final image are spaced only O(1077) apart.
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Figure 15. The two-dimensional fractal structure arising from the recurrence relation (45). Dark blue
patches represent the two-bounce windows, which appear and disappear as € is varied. The black curve is the
numerically calculated values of ve (compare with Figure 10, azes reversed). All initial conditions with speeds
greater than vc(€) (to the right) are reflected after just one bounce. The number of bounces in each window is
indicated by the color bar on the right.
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Figure 16. The number of kink-antikink bounces before escape is plotted in false color against € and vin
calculated using (a) over 800,000 direct numerical simulations of the ODE (13) and (b) the separatriz map (45).
In both images, some spurious features occur near the outside edges of the figure due to aliasing (Moiré) effects.

relatively simple terms and illustrations. Deeper analysis of the fractal and connection to the
existing literature on fractals and homoclinic structures is the subject of ongoing research.

This fractal structure shows how windows appear and disappear as ¢ is varied, and may
be used to predict parameter values where numerical experiments might unearth interesting
behavior. For example, (45) predicts a wide four-bounce window for € = 1, centered about v =
0.207. Predictably, the quantitative agreement between experiment and theory is somewhat
weak for large, physically relevant values of €. For smaller values of ¢ the agreement is very
good, as seen in Figure 16, although the fine structure is too delicate for one to observe
anything but the two-bounce windows (streaks) at this resolution.

7. Conclusion. The two-bounce resonance in the ¢* equation is a phenomenon with a
long history that has traditionally been studied using informal reasoning based on resonance
between a kink solution and an internal mode that oscillates around it. The purpose of this
paper was to make precise the mechanism of this resonance in a finite-dimensional model
of the kink-antikink interaction (13). We introduced an artificial small parameter € into this
model to allow us to use perturbation methods and found that this gives excellent quantitative
agreement for smaller values of €, and that the qualitative structure gives us insights into the
behavior of even the physically relevant parameter value ¢ = 1.

The major contribution of this paper is the demonstration that the two-bounce and multi-
bounce resonance phenomena are related to phenomena in the separatrix map (45) derived
here. Analyses of the consequences of this fact and the application of existing methods for
such maps are ongoing topics of research, of which we have hardly scratched the surface.

Of course the derivation of the ODE system (13) is an uncontrolled approximation and
should be considered as a finite-dimensional model of (1) rather than as an approximation to
the full dynamics. In particular, the process leading to this equation neglects some important
physics, namely, the loss of energy to radiation modes, clearly visible in Figure 1, and also
makes the assumption that the kink solution maintains a constant width, in contrast with (2),



1224 R. H. GOODMAN AND R. HABERMAN

the exact formula for the kink. The soliton exhibits a length scale contraction proportional
to (1 —v?)~1/2, so a more complete theory for interactions causing the kink to accelerate
should take this into account. Of course, the critical velocity in the PDE system is only
ve ~ 0.26, leading to a contraction of about 3.5%, so this should be a higher order correction.
Nonetheless, studies of soliton interactions in nonlinear Schrodinger equations [45, 1] have
found that width oscillations on their own are sufficient to produce the sorts of behavior seen
here, even when those width oscillations do not correspond to any discrete eigenmode.

The phenomena described in this paper are in many ways generic and have been seen
in many of the references already cited. We first developed the approach presented in the
present paper in two previous papers [21, 22|, although we have refined it significantly here.
Most importantly we have recognized here that (45) approximately encodes the entire fractal
structure and thus deserves further study as a dynamical system in its own right. We plan to
look further at this and related systems.

The results of sections 4 through 6 are obtained via formal asymptotic expansions, and
one might ask whether any of them can be made rigorous. A result of this type has been
obtained by Camassa in a related system exhibiting multipulse homoclinic orbits [8]. He
obtained a multipulse Melnikov integral for a two-degree-of-freedom system consisting of a
pendulum coupled to a harmonic oscillator, with a form very similar to (13), and a change of
energy formula for an initial pulse essentially identical to (22). He used this to demonstrate
the existence of multibounce resonant solutions. Several technical issues, each surmountable
by well-known methods, bar the direct application of Camassa’s analysis. The first is that
the homoclinic orbit of Figure 9 emanates from a degenerate fixed point at infinity, rather
than a hyperbolic fixed point. A second issue is that the e~! scaling of frequency leads to
exponentially small exchanges in energy between the two modes in (26). The Melnikov integral
is formally derived as the leading-order term of a power series in ¢, so the analysis necessary
to show that this expansion is valid is a bit more involved than for the standard methods
of [26].

Appendix A. Computational issues.

A.1. PDE simulations. We have used high-resolution numerics to solve the PDE (1)
under initial condition (3). Because the even symmetry of the initial condition is preserved
by the evolution, we solve the system on the interval x € [—L,0], so that only the left half
of each figure is actually computed. The Fourier transform of an even function contains
only cosines, so it is natural after discretization to represent ¢ and ¢, by the coefficients of
their discrete cosine transforms. If ¢(z) = Sp_, @}, cos Ex then ¢uqp = S —k2®y, cos kx,
so this provides a convenient method for computing the spatial derivative. This method is
accurate to beyond all orders in the grid spacing Az, and as importantly, spectral methods are
known to produce far less numerical dispersion and radiation than standard finite difference
methods [46]. Forward and inverse cosine transforms are used at each step to compute the ¢3
terms, and every few steps when an output is required.

To compute the evolution in ¢, we use the fourth-order exponential time-differencing
Runge-Kutta method (ETD-RK), introduced in [13] and rendered numerically stable by Kas-
sam and Trefethen [28]. In this method the exponential of the linear operator is used to
compute most of the stiff linear part of the evolution, while the nonlinear part of the equation
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is computed by a Runge-Kutta method. This is done in a slightly different way than the
more commonly used integrating factor method, generally with a much smaller error and less
restriction on the time step. Writing the PDE (1) as a first-order system for ¢ and ¢y, the

linear operator is given by
0 1
L= <a§ +1 0) ’

which can be easily exponentiated using the cosine transform representation of the variables.
If we partition the discretized operator into four blocks, then the nonzero elements of the op-
erator are supported on the main diagonals of the off diagonal blocks. Its exponential contains
terms along these diagonals and ones along the main diagonal. While the discretization of
this PDE does not suffer from a severe Courant—Friedrichs—Levy restriction on the time step,
this numerical method eliminates essentially all of the discretization errors, save those due to
the nonlinear term.

Both numerical methods and processor speeds have made great strides in the twenty-plus
years since the original investigation of this problem. Campbell, Schonfeld, and Wingate
used second-order centered-differences in both space and time (i.e., the leapfrog method), and
Anninos, Oliveira, and Matzner used fourth-order centered-differences in space and standard
fourth-order Runge—Kutta in time. The first group found they needed to use Az = .01 and
At = .009, with the time step chosen to be slightly smaller to satisfy the CFL condition. In
order to deal with the radiation produced by the low order discretization, they had to work
on a very large computational domain. Anninos, Oliveira, and Matzner used Az = .08 over
the computational domain [—40,40], with At ~ 0.7Az. By contrast, our computations were
performed on the domain [—32, 0] usually with 128 or 256 points in the discretization, so that

Ax = %. A time step of At = L or %0 is adequate to reproduce Figure 2, though accurate

computation of the windows in E‘igure 4 requires significantly finer discretization. The small
amount of radiation visible in Figure 1 represents to high order the actual radiation present
in the system and is not the result of the discretization. The width of the computational
domain was chosen so that the radiation does not propagate through the periodic boundary
and back to the front location in time to interfere with the two-bounce interaction, but this

was actually found to be unimportant in the computation of the resonance windows.

A.2. ODE numerics. The ODE system (13) is fairly simple and can be integrated using
off-the-shelf software. Both MATLAB and the Fortran package ODEPACK [27] were used at
various times in this study, the latter especially when thousands of simulations were required.
The only difficulty is the removable singularities of the potential functions near X = 0, where
a high order Taylor polynomial was used to obtain smooth function values.

Of more interest is the method used to calculate critical velocities in Figure 10. As

Figure 6 shows, the output speed just above the critical velocity scales as voyt =~ C'y /v?n — v2.
A modified secant method is used to find v.. Two input velocities va i, > v1in > v are chosen,
and a secant method iteration is performed using the two corresponding values of v2 . This
produces a new input velocity vguess- A new initial value problem is simulated with this value
of v and is terminated when one of two things happens. If the kink escapes after one bounce,
then the secant method is continued. We can tell if the kink is captured if it turns around

toward its second bounce, i.e., if the X (¢) has two local minima. In this case, a bisection
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method is used to find a new one-bounce solution between the current value of v and the
smallest known value of v leading to escape. In this way we are able to generate a smooth
curve of critical velocities for Figure 10 without exhaustively searching for v, at each fixed
value of e.

We compute precise values of the resonant velocities v, by numerically minimizing, with
respect to vy, the A-energy, Fy = w?A? + A? when X reaches a predetermined large value.
We locate the instant at which each bounce takes place for the computation of to —#; using the
event-location feature of the DLSODAR subroutine of ODEPACK, and find in this manner
that (31) is very accurate.
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