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Nonlinear Schrödinger/Gross-Pitaevskii Equation

• Propagation of light in a nonlinear waveguide 
•               gives the electric field envelope

• “Evolution” occurs along axis of waveguide (          ) plus one 
transverse spatial dimension

• Potential represents waveguide geometry

• Evolution of a Bose-Einstein condensate (BEC)
• Everyone’s favorite nonlinear playground. A “new” state of matter 

achieved experimentally in the 1990’s.

• One, two, or three space dimensions

• Potential represents magnetic or optical trap

i t = �r2 + V (r) ± | |2  
Two contexts for today:

t ! z

 (x, z)



Periodic and chaotic 
tunneling in a 3-well 
waveguide

z (
ak

a t
)

xWhy three wells?  
• Other work on two-waveguide arrays shows symmetry-breaking 

bifurcations and an associated wobbling dynamics.
• Three waveguides provide the simplest system in which 

Hamiltonian Hopf bifurcations, which lead to complex dynamics, 
are possible.

• Significant interest in many-waveguide arrays.  Useful to proceed: 
Simple Geometry → Complex Geometry,                           
Simple Dynamics → Complex Dynamics



What got me thinking: Double well

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

568 KIRR, KEVREKIDIS, SHLIZERMAN, AND WEINSTEIN

−0.3 −0.28 −0.26 −0.24 −0.22 −0.2 −0.18 −0.16 −0.14 −0.12
0

0.5

1

1.5

Ω

N

(a)

−10 −5 0 5 10

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

ΨΩ

x

(b)

Fig. 1. (a) Bifurcation diagram for bound state solutions ψ(x, t) = e−iΩtΨΩ(x) of NLS-GP
equation (2.1), with double-well potential (6.1) and cubic nonlinearity. Double-well parameters are
s = 1, L = 6. Ω denotes the (nonlinear) frequency and N = N [ΨΩ], the squared L2 norm of ΨΩ

(optical power or particle number). The first bifurcation is from the zero state at the ground state
energy of the double well. This state is an even function of x (symmetric). A secondary bifurcation,
to an asymmetric state, at N = Ncr, is marked by a (red) circle. For N < Ncr the symmetric state
((blue) solid line) is nonlinearly dynamically stable. For N > Ncr the symmetric state is unstable
((blue) dashed line). The stable asymmetric state, appearing for N > Ncr, is marked by a (red)
solid line. The (unstable) odd in x (antisymmetric) state is marked by a (green) dashed-dotted line.
(b) Bound state solutions ΨΩ(x) plotted for a level set of N [ΨΩ] = 0.5.

restricted to small norm. As we shall see, a bifurcation occurring at small norm can
be ensured, for example, by taking the distance between wells in the double well to
be sufficiently large.

In [14] the precise transition point to symmetry breaking, Ncr, of the ground
state and the transfer of its stability to an asymmetric ground state was considered
(by geometric dynamical systems methods) in the exactly solvable NLS-GP, with a
double-well potential consisting of two Dirac delta functions separated by a distance
L. Additionally, the behavior of the function Ncr(L) was considered. Another solvable
model was examined by numerical means in [23]. A study of dynamics for nonlinear
double wells appeared in [27].

We study Ncr(L) in general. The value at which symmetry breaking occurs,
Ncr(L), is closely related to the spectral properties of the linearization of NLS-GP

Stationary

Spontaneous symmetry 
breaking above critical 
intensity that is found 
analytically.
Kirr, Kevrekidis, Shlizerman, Weinstein 
2008
see also Fukuizumi & Sacchetti 2011 ar
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Direct Observation of Tunneling and Nonlinear Self-Trapping in a single Bosonic
Josephson Junction

Michael Albiez,1 Rudolf Gati,1 Jonas Fölling,1 Stefan Hunsmann,1 Matteo Cristiani,2 and Markus K. Oberthaler1

1Kirchhoff-Institut für Physik, Universität Heidelberg,
Im Neuenheimer Feld 227, D-69120 Heidelberg, Germany

2INFM, Dipartimento di Fisica E. Fermi, Largo Pontecorvo 3, I-56127 Pisa, Italy
(Dated: February 2, 2008)

We report on the first realization of a single bosonic Josephson junction, implemented by two
weakly linked Bose-Einstein condensates in a double-well potential. In order to fully investigate
the nonlinear tunneling dynamics we measure the density distribution in situ and deduce the evo-
lution of the relative phase between the two condensates from interference fringes. Our results
verify the predicted nonlinear generalization of tunneling oscillations in superconducting and super-
fluid Josephson junctions. Additionally we confirm a novel nonlinear effect known as macroscopic
quantum self-trapping, which leads to the inhibition of large amplitude tunneling oscillations.

PACS numbers: 03.75.Lm,05.45.-a

Tunneling through a barrier is a paradigm of quan-
tum mechanics and usually takes place on a nanoscopic
scale. A well known phenomenon based on tunneling is
the Josephson effect [1] between two macroscopic phase
coherent wave functions. This effect has been observed
in different systems such as two superconductors sepa-
rated by a thin insulator [2] and two reservoirs of super-
fluid Helium connected by nanoscopic apertures [3, 4].
In this letter we report on the first successful implemen-
tation of a bosonic Josephson junction consisting of two
weakly coupled Bose-Einstein condensates in a macro-
scopic double-well potential.

In contrast to all hitherto realized Josephson junctions
in superconductors and superfluids, in this new system
the interaction between the tunneling particles plays a
crucial role. This nonlinearity gives rise to new dynami-
cal regimes. Anharmonic Josephson oscillations are pre-
dicted [5, 6, 7], if the initial population imbalance of the
two wells is below a critical value. The dynamics changes
drastically for initial population differences above the
threshold of macroscopic quantum self-trapping [8, 9, 10]
where large amplitude Josephson oscillations are inhib-
ited. The two different dynamical regimes have been
experimentally investigated in the context of Josephson
junction arrays [11, 12, 13]. However, the small period-
icity of the optical lattice does not allow to resolve indi-
vidual wells and thus the dynamics between neighboring
sites. Our experimental implementation of a single weak
link makes it possible for the first time to directly ob-
serve the density distribution of the tunneling particles
in situ. Furthermore we measure the evolution of the
relative quantum mechanical phase between both con-
densates by means of interference [14].

The experimentally observed time evolution of the
atomic density distribution in a symmetric bosonic
Josephson junction is shown in Fig. 1 for two different ini-
tial population imbalances (depicted in the top graphs).
In Fig. 1(a) the initial population difference between the

FIG. 1: Observation of the tunneling dynamics of two weakly
linked Bose-Einstein condensates in a symmetric double-well
potential as indicated in the schematics. The time evolution
of the population of the left and right potential well is directly
visible in the absorption images (19.4 µm × 10.2 µm). The
distance between the two wavepackets is increased to 6.7µm
for imaging (see text). (a) Josephson oscillations are observed
when the initial population difference is chosen to be below
the critical value zC . (b) In the case of an initial population
difference greater than the critical value the population in
the potential minima is nearly stationary. This phenomenon
is known as macroscopic quantum self-trapping.

two wells is chosen to be well below the self-trapping
threshold. Clearly nonlinear Josephson oscillations are
observed i.e. the atoms tunnel right and left over time.
The period of the observed oscillation is 40(2)ms which
is much shorter than the tunneling period of approxi-
mately 500ms expected for non-interacting atoms in the
realized potential. This reveals the important role of

Experiment in 
Bose-Einstein condensate

Albiez et al. 2005

Power Diagram

L2
 n

or
m

Frequency

Mode shape

V (x) = V0(x+ L) + V0(x� L)

J.L. MARZUOLA AND M.I. WEINSTEIN NLS / GP WITH DOUBLE WELL POTENTIALS
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Figure 4. A numerical plot of an oscillatory solution to (1.1) at times a, b, c, and d
respectively from the corresponding phase plane diagram of the finite dimensional Hamil-
tonian truncation.

Fj = πjF ,(2.3)

for j = 0, 1 where

F =
[

2|c0|2ψ2
0 + 2|c1|2ψ2

1 + 2(c0c̄1 + c1c̄0)ψ0ψ1

]

R

+
[

c2
0ψ

2
0 + c2

1ψ
2
1 + 2c0c1ψ0ψ1

]

R̄

+ [ c̄1ψ1 + c̄0ψ0] R
2 + [2c0ψ0 + 2c1ψ1 ] |R|2 + |R|2R,(2.4)

7

Time-dependent
dynamics

Marzuola & Weinstein 2010
Pelinovsky & Phan 2012
Goodman, Marzuola, Weinstein 2015

• Time dependent dynamics in a 
single or double well

• Rigorous result: long-time 
shadowing of ODE solutions by 
PDE solutions
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3-well potential & eigenfunctions
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Odd solutions
Even Solutions
Asymmetric Solutions

Bifurcations of standing waves
 (Kapitula/Kevrekidis/Chen SIADS 2006)

L2
 -n

or
m

What got me thinking:  Triple well

Mode unstable
for range of N

d

dt
 n + C( n�1 � 2 n +  n+1) + | n|2 n = 0

subject to  n+3 =  n

Periodic Schrödinger Trimer
(Johansson J. Phys. A 2004)

2206 M Johansson
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Figure 1. Scaled eigenfrequencies ωl/C of (8) and (9) versus scaled frequency "/C of the
stationary solution (4). Dark (grey) lines represent real (imaginary) parts of ωl/C.

with K(ωl+) = −1, while for ωl− the eigenmode is most conveniently described as
{(

Un

Wn

)}
=

{(
1√
λ

)
,

(
1√
λ

)
,

(−2 − 2λ

−2
√

λ

)}
+ O(λ3/2) (14)

with K(ωl−) = +1. On the other hand, close to the anticontinuous limit "/C → ∞, we
obtain from (12) the eigenfrequencies |ωl+|/C ≈"/C +2 and |ωl−|/C ≈2

√
"/C +5

√
C/".

Then, we can write the corresponding eigenmode for ωl+ as
{(

an

bn

)}
=

{(
0

C/"

)
,

(
0

C/"

)
,

(
1
0

)}
+ O((C/")2) (15)

with K(ωl+) = +1, and the eigenmode corresponding to ωl− as
{(

Un

Wn

)}
=

{(
−

√
C/"

1

)
,

(
−

√
C/"

1

)
,

(
0

2C/"

)}
+ O((C/")3/2) (16)

with K(ωl−) = −1. Thus, the Krein signatures of the frequencies ωl+ and ωl− are interchanged
by the two Krein collisions at the boundaries of the complex regime, where the stationary
solution is unstable (and the Krein signature undefined). Also note that the eigenmodes
corresponding to nonzero ωl are symmetric around n = 3, and thus their excitation breaks the
spatial antisymmetry of the stationary solution around this site.

By considering the solution (4) as periodically repeated in an infinite lattice, it becomes,
in the terminology of [4, 7, 8], a nonlinear standing wave with wave vector Q = 2π/3 of
‘type H’, for which (12) gives the subset of all eigenfrequencies corresponding to eigenmodes
with spatial period 3. Close to the linear limit, (13) can then be interpreted as a phonon mode
with wave vector q = 0, while (14) represents a translational mode of wave vector q = 2π/3
corresponding to a sliding towards the ‘type E’ Q = 2π/3 standing wave having a periodic
repetition of the codes +1, −1, −1. Close to the anticontinuous limit, (15) represents a ‘hole
mode’ localized at the zero-amplitude site, while (16) corresponds to an internal oscillation
at the nonzero amplitude sites. In the intermediate, unstable, regime, these characters of the
eigenmodes become mixed.

“Hamiltonian Hopf 
Bifurcations”

2218 M Johansson
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Figure 10. Typical instability-generated dynamics for randomly perturbed unstable stationary
solutions (4) with C = 1 and (a) N = 10, (b) N = 11 and (c) N = 17, respectively. The size of
the initial perturbation is of the order of 10−8.

To understand more clearly the origin of this self-trapping transition, we analyse the
dynamics close to the unstable stationary solution in terms of Poincaré sections. They can
be introduced in many different ways; here we apply similar ideas as in [32] making use of
the transformation into action–angle variables {Pn, θn} defined by ψn =

√
Pn e−iθn (a slightly

different approach was used in [44]). It is then convenient to replace one of the action variables,
which we here choose as P1, with the conserved quantity N . Then, the angle variables
conjugated to the set of generalized momenta {N , P2, P3} are [32] {θ1, θ2 − θ1, θ3 − θ1},
so that θ1 describing an overall phase becomes an ignorable coordinate. Thus, the essential
dynamics takes place in a four-dimensional space where the surface of constant energy H
is three dimensional, so that a proper Poincaré section through it becomes two dimensional.
Consequently, although chaotic trajectories may fill a large portion of the available phase
space [23, 32], Arnold diffusion is prohibited [31, 49] since the presence of any regular KAM
tori will disconnect the phase space. (Arnold diffusion does, however, appear for the four-site
DNLS model [49, 50].)

As a particular choice of Poincaré section giving a clear illustration of the self-trapping
transition, we plot in figure 11 P3 = |ψ3|2 versus θ3 −θ1 at each time instant when θ2 −θ1 = π

and d
dt

(θ2 − θ1) < 0. Since the stationary solution has zero amplitude at n = 3 its phase
θ3 is undefined, and thus it is represented by a horizontal line |ψ3|2 = 0. The scenario
in the self-trapped regime is illustrated by figure 11(a), corresponding to the dynamics in
figure 10(a). Here the elliptic fixed point at θ3 − θ1 = π represents the stable two-
frequency solution of section 3.1 with the same value of H as the stationary solution. As in
figure 3(d ) this solution belongs to the black branch. This elliptic fixed point appears at
|ψ3|2 = 0 at the type I HH bifurcation point N /C ≈ 9.077, and moves vertically in the

Hamiltonian Hopf bifurcations in the discrete nonlinear Schrödinger trimer 2219

Figure 11. Poincaré sections θ2 − θ1 = π , d
dt (θ2 − θ1) < 0 for the dynamics close to unstable

stationary solutions (4) with C = 1 and (a) N = 10 (H = 5), (b) N = 10.7 (H = 3.4775) and
(c), (d ) N = 17 (H = −21.25), respectively. The stationary solution is represented by horizontal
lines |ψ3|2 = 0. The elliptic fixed point (filled circle) represents continuations of the stable branch
of two-frequency solutions in figures 3 and 4. The window of regular orbits in (d ) is marked by a
short vertical black line in (c).

direction of increasing |ψ3|2 for increasing N /C (cf figure 3(b)). It is surrounded by two
different kinds of regular periodic or quasi-periodic orbits, where the latter constitute KAM tori
corresponding generically to quasi-periodic three-frequency solutions in the original DNLS
dynamics. With a pendulum analogy, these orbits can be classified as ‘rotating’ and ‘vibrating’,
respectively, where the former extend for all values of θ3 − θ1 while the latter only exist in
a bounded region close to θ3 − θ1 = π . Then, the unstable stationary solution becomes
the separatrix between these different kinds of solutions. Although the separatrix is chaotic
(which can be seen from a careful look at figure 11(a)) the chaos is confined between KAM
tori, and in particular the existence of confining ‘rotating’ tori makes it impossible for |ψ3|2 to
exceed some upper limit value (|ψ3|2 ≈ 1 at θ3 − θ1 = π in figure 11(a)). Thus, self-trapping
results.

Below N /C ≈ 9.077, where the stationary solution is stable and the elliptic fixed point
with nonzero |ψ3|2 not yet born, all surrounding KAM tori are of the ‘rotating’ kind. As
N /C is increased and the elliptic fixed point moves upwards towards larger |ψ3|2, more and
more of the ‘rotating’ KAM tori get destroyed, and finally at N /C ≈ 10.6 the last ‘rotating’
KAM torus breaks up, and the self-trapping is destroyed. The Poincaré plot for N /C = 10.7,
i.e. just above the transition point, is shown in figure 11(b) (the corresponding dynamics is
qualitatively similar to figure 10(b) but with a longer transient t ∼ 17 000). It can be seen,
that although the dynamics finally spreads to a large part of the available phase space, the
darker parts signify regions where it will be almost trapped for long times. This should be

Numerically-generated chaos



Two goals
• Understand what takes place at HH bifurcation as 

paradigm for nonlinear wave oscillatory instability.

• Flesh out the dynamics of relative periodic orbits in 
the system. Eventual Goal: Which of these dynamics 
can we prove exist?

J. Phys. A: Math. Theor. 44 (2011) 425101 R Goodman
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Figure 2. (a) The path of the eigenvalues as a parameter is varied in the Hamiltonian pitchfork
bifurcation. (b) The real and imaginary parts of the eigenvalues. (c) The path of the eigenvalues
as an parameter is varied, resulting in a Krein collision. (d) The real and imaginary parts of the
eigenvalues. After Luzzatto–Fegiz and Williamson [36].

in ratios 1 : ±1, and satisfy resonance relations of the form (2.7) with k = (1,∓1). In
both of these cases, the matrix JK is semisimple (diagonalizable over C). We may refer to the
bifurcations in these two systems, depending on the ± sign, as the semi-simple positive-definite
(SPHH) and the semisimple indefinite (SIHH) Hamiltonian Hopf bifurcations.

The third normal form that possesses a pair of multiplicity-two eigenvalues on the
imaginary axis occurs when the matrix JK is non-semisimple, i.e. has nontrivial Jordan
form. This normal form is referred to in the geometric mechanics literature as the Hamiltonian
Hopf (HH) bifurcation, while in the nonlinear waves literature, the HH label has been applied
to any of the three normal forms. The failure to recognize this distinction has caused a lot of
confusion in the nonlinear waves literature, and results applicable to the Hamiltonian Hopf
bifurcation have often been inappropriately cited in reference to systems with either of the two
semisimple normal forms. There exists a very small literature studying the two semisimple
cases, notably [21] and [33], while a wealth of papers examine the HH bifurcation, for example
[20, 22, 23].

The system under study here undergoes the SIHH bifurcation. Nonetheless, we will
use the abbreviation HH in this paper, as is familiar, and the abbreviation SIHH is
awkward.

Readers unfamiliar with the Hamiltonian context may nonetheless be aware that the
generic (non-Hamiltonian) Hopf bifurcation may be classified as supercritical or subcritical.
This classification depends on the nonlinear terms in the equations, whereas the classification
given above depends solely on the linear part. A similar classification is made by Lahiri and
Roy for the nonsemisimple HH bifurcation using formal averaging of a different type than
given here [34].

They find two types of bifurcations, depending on certain coefficients in the cubic and
quartic terms in the Hamiltonian. In their Type I bifurcation, they find that there exists a critical

9



Finite dimensional reduction
Decompose the solution as

projection onto eigenmodes �(x, t) ? �j(x)

Ignoring contribution of            gives finite-dimensional 
Hamiltonian system with (approximate) Hamiltonian

⌘(x, t)

where the constants Cj are chosen to make kUjk = 1, and as L ! 1, C1 and
C3 approach 1/2 and C2 approaches 1/

p
2. One can show that in this limit the

eigenvalues take the form

(⌦1,⌦2,⌦3) = (⌦2 ��+ ✏,⌦2,⌦2 +�+ ✏) (4) W1W2W3

where, exponentially as L ! 1,

⌦2 ! ⌦0, � ! 0, ✏ ! 0, and ✏ ⌧ �.

The frequency � may defined to be positive, while the sign of ✏ is found by
asymptotics to be positive.

The coe�cients cj(t) satisfy a Hamiltonian system of equations with Hamil-
tonian function

H =⌦1 |c1|
2 + ⌦2 |c2|

2 + ⌦3 |c3|
2
�

1

2
a1111 |c1|

4
� a1113 |c1|

2 (c1c̄3 + c̄1c3)

� a1122
⇣

1

2
c2
1
c̄2
2
+ 2 |c1|

2
|c2|

2 + 1

2
c̄2
1
c2
2

⌘
� a1133

⇣
1

2
c2
1
c̄2
3
+ 2 |c1|

2
|c3|

2 + 1

2
c̄2
1
c2
3

⌘

� a1223
⇣
2 |c2|

2 (c1c̄3 + c̄1c3) + c1c̄
2

2
c3 + c̄1c

2

2
c̄3
⌘
� a1333 |c3|

2 (c1c̄3 + c̄1c3)

�
1

2
a2222 |c2|

4
� a2233

⇣
1

2
c2
2
c̄2
3
+ 2 |c2|

2
|c3|

2 + 1

2
c̄2
2
c2
3

⌘
�

1

2
a3333 |c3|

4 .

(5) Hc

where the coe�cients are defined by the integrals

ajklm =

Z 1

�1
Uj(x)Uk(x)Ul(x)Um(x)dx

which we note are identically zero if j + k + l +m is odd.
For potentials of the form (

V3

2), these coe�cients approach limiting values
ājklm, up to exponentially small errors ãjklm in L,

(ā1111, ā1113, ā1122, ā1133, ā1223, ā1333, ā2222, ā2233, ā3333) = (3, 1, 2, 3,�2, 1, 4, 2, 3)·A
(6) ajklm

where XYZ: check, really 1/32?

A =
1

32

Z 1

�1
U0(x)

4dx.

For the potential (
V0sech

3), A = 1

24
, so in that case

ā1111 = ā1133 = ā3333 = 1

8
, ā1113 = ā1333 = 1

24
, ā1122 = �ā1223 = ā2233 = 1

12
, ā2222 = 1

6
,

although we will find it more convenient to work with the formulation (
ajklm

6). Under
these assumptions on ājklm, the Hamiltonian (

Hc

5) becomes

H̄ =⌦1 |c1|
2 + ⌦2 |c2|

2 + ⌦3 |c3|
2
�A

h
3

2

⇣
|c1|

2 + |c3|
2

⌘2

+ 2 |c2|
4 + 4 |c2|

2
|c3 � c1|

2 +
⇣
|c1|

2 + |c3|
2

⌘
(c1c3 + c̄1c̄3) +

3

2

�
c2
1
c̄2
3
+ c̄2

1
c2
3

�
+
�
(c3 � c1)

2c̄2
2
+ (c̄3 � c̄1)

2c2
2

� i

(7) HcA

2

For well-separated potential wells, the spectrum has the form

with

 = c1(t) 1(t) + c2(t) 2(t) + c3(t) 3(t) + ⌘(x, t)



Symmetry reduction
System conserves squared L2 norm N 
   ●Reduces # of degrees of freedom from 3 to 2
   ●Removes fastest timescale

  ●Relative fixed points in full system ⟶ fixed points in reduction
  ●Relative periodic orbits ⟶ periodic orbits
  

The e↵ect of this simplification is not completely trivial. The approximate
system is somewhat more symmetric than the full system, and this is reflected
in the structure of its solutions.

Now the asymptotic ordering of terms is quite complicated, with each coef-
ficient approaching its limit at a di↵erent exponential rate as L ! 1. Fortu-
nately, before we begin perturbation analysis, we make an exact reduction that
reduces the number of degrees of freedom from three to two. Here we reproduce
some of the steps from the earlier paper

Goodman:2011

[1]
Taking advantage of the phase-invariance of H, we define new evolution

variables

c1(t) = z1(t)e
i✓(t); c2(t) = ⇢(t)ei✓(t); c3(t) = z3(t)e

i✓(t). (8) complexChange

where ⇢(t), ✓(t) 2 R. The Hamiltonian (
Hc

5) is independent of ✓, which implies be
Noether’s theorem, the existence of a conservation law

N = |z1|
2 + ⇢2 + |z3|

2 . (9) l2eqn

This allows us to write ⇢(t) = (N � |z1(t)|
2
� |z3(t)|

2)1/2. Using this we may
write down a reduced Hamiltonian dependent on just z1, z3, and their complex
conjugates using the relation (

W1W2W3

4):
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2 + (�+ ✏) |z3|
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(10) Hreduced

In
Goodman:2011

[1], we derived conditions for the stability of the trivial solution z1 =
z3 = 0 of the ODE with Hamiltonian (

Hreduced

10). This corresponds to a solution to
equation (

HcA

7) with only c2 nonzero, and thus an odd-symmetric solution to the
PDE (

NLS

1). This can be found by examining the quadratic part of the reduced
Hamiltonian. Separating the ODE

iżj =
@H

@z̄j

into real and imaginary parts zj = xj + iyj gives linearized evolution equations

d
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with n = 2AN . This may change stability when it has multiplicity-two eigen-
values on the imaginary axis, in which case the characteristic polynomial

P (�;n, ✏,�) = �4+
�
4n2 + 2�2 + 2✏2

�
�2+8n2�2

�12n2✏2+�4
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At                 ,  semisimple double frequency                  .i⌦ = ±i�

✏ > 0 NHH1 ⇡ ✏

2A
NHH2 ⇡ �� 2✏

2A

When         ,  non-simple double eigenvalues at    

and                       , with instability in between.



Menagerie of standing waves
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More about this picture
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Lyapunov Center Theorem: (Roughly) For each pair of imaginary 
eigenvalues of a fixed point, excepting resonance, there exists a one-
parameter family of periodic orbits that limits to that fixed point.



Bifurcations in Hamiltonian systems 
change the topology of Lyapunov 

branches of periodic orbits
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ẍ = �x+ x3Standard Example: Hamiltonian Pitchfork



1 2 3 4 5
−0.5

0

0.5

N

R
ea
l(λ
)

ODE & PDE 
simulations ●

●

●

Real(z1) Poincaré 
Section

0 75 150
−1

−0.5

0

0.5

1
x 10

−3

t

R
e
(σ

1
)

(a), N=0.35

|�(t)|

−2 0 2 4 6 8
x 10−4

−5

0

5x 10−4

X

Y

Trivial solution stable



1 2 3 4 5
−0.5

0

0.5

N

R
ea
l(λ
)

ODE & PDE 
simulations ●

●

●

Real(z1) Poincaré 
Section |�(t)|

0 200 400−0.5

0

0.5

t

R
e(
σ

1)

(c), N=1.0

0 0.2 0.4
−0.2

−0.1

0

0.1

0.2

X

Y

Chaotic heteroclinic bursting



1 2 3 4 5
−0.5

0

0.5

N

R
ea
l(λ
)

●

●

●

Real(z1) Poincaré 
Section |�(t)|

0 40 80

−0.5

0

0.5

t

R
e(
σ

1)

(d), N=3.0

−0.5 0 0.5

−0.5

0

0.5

Re σ3

Im
 σ

3

ODE & PDE 
simulations



Goal: understand periodic orbits of     using 
Hamiltonian Normal Forms

Given a system with Hamiltonian H = H0(z) + ✏H̃(z, ✏)

find a near-identity canonical transformation z = F(y, ✏)

is “simpler” than            .
K(y, ✏) = H (F(y, ✏), ✏) = H0(y) + ✏K̃(y, ✏)

H(z, ✏)

such that the transformed Hamiltonian

The e↵ect of this simplification is not completely trivial. The approximate
system is somewhat more symmetric than the full system, and this is reflected
in the structure of its solutions.

Now the asymptotic ordering of terms is quite complicated, with each coef-
ficient approaching its limit at a di↵erent exponential rate as L ! 1. Fortu-
nately, before we begin perturbation analysis, we make an exact reduction that
reduces the number of degrees of freedom from three to two. Here we reproduce
some of the steps from the earlier paper

Goodman:2011

[1]
Taking advantage of the phase-invariance of H, we define new evolution

variables

c1(t) = z1(t)e
i✓(t); c2(t) = ⇢(t)ei✓(t); c3(t) = z3(t)e

i✓(t). (8) complexChange

where ⇢(t), ✓(t) 2 R. The Hamiltonian (
Hc

5) is independent of ✓, which implies be
Noether’s theorem, the existence of a conservation law

N = |z1|
2 + ⇢2 + |z3|

2 . (9) l2eqn

This allows us to write ⇢(t) = (N � |z1(t)|
2
� |z3(t)|

2)1/2. Using this we may
write down a reduced Hamiltonian dependent on just z1, z3, and their complex
conjugates using the relation (

W1W2W3

4):

H̄R =(��+ ✏) |z1|
2 + (�+ ✏) |z3|
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In
Goodman:2011

[1], we derived conditions for the stability of the trivial solution z1 =
z3 = 0 of the ODE with Hamiltonian (

Hreduced

10). This corresponds to a solution to
equation (

HcA

7) with only c2 nonzero, and thus an odd-symmetric solution to the
PDE (

NLS

1). This can be found by examining the quadratic part of the reduced
Hamiltonian. Separating the ODE

iżj =
@H

@z̄j

into real and imaginary parts zj = xj + iyj gives linearized evolution equations
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with n = 2AN . This may change stability when it has multiplicity-two eigen-
values on the imaginary axis, in which case the characteristic polynomial

P (�;n, ✏,�) = �4+
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4n2 + 2�2 + 2✏2
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Reduced Hamiltonian has 41 daunting terms!

H̄R



What does “simpler” mean?
• Try to remove terms from H to construct K

• Eliminating terms at a given order in       introduces new 
terms of higher order

• A term can be removed if it lies in the range of the adjoint 
operator of                      . 

• Invoke Fredholm alternative. Resonant terms in adjoint null 
space. Project Hamiltonian onto this subspace.

• For example in our problem

adH0 = {·, H0}

and that monomials z↵z̄� are eigenvectors. For our leading-order Hamilto-
nian H0, which is quadratic,

adH0z
↵z̄� = i (�↵1 + �1 + ↵3 � �3) · z↵z̄� ⌘ µ↵�z

↵z̄� . (19) {?}

The vector space Pm has an inner product

hF (z, z̄), G(z, z̄)i = F (@z, @z̄)G(z, z̄)

under which the monomials (18) form an orthogonal basis. This allows us
to choose the complement of R.

So, the monomial z↵z̄� 2 Pm is in the nullspace, and thus resonant, if
and only if ↵ and � are positive integer solutions to the underdetermined
linear system of equations:

✓
1 1 1 1
�1 1 1 �1

◆
0
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↵3

�1
�3

1

CCA =

✓
m

0

◆
(20) {?}

The general solution to this system is

↵1 + �3 =
m

2
and ↵3 + �1 =

m

2
.

This has positive integer-valued solutions only for even values of m. Thus,
the normal form will contain no cubic terms, and the resonant monomials
can be enumerated by specifying ↵1 and ↵3 to be integers drawn from the
set {0, . . . ,m/2}. For quadratic and quartic monomials this yields:

↵1

/
↵3 0 1

0 z̄1z̄3 |z3|2

1 |z1|2 z1z3

(a) Degree Two
hres2i

↵1

/
↵3 0 1 2

0 z̄2
1
z̄2
3

|z3|2 z̄1z̄3 |z3|4

1 |z1|2 z̄1z̄3 |z1|2 |z3|2 |z3|2 z1z3
2 |z1|4 |z1|2 z1z3 z2

1
z2
3

(b) Degree Four
hres4i

Table 1: Resonant monomials of degree two and four
htab:resonanti

From these tables, we see that the resonant quadratic term (12) contains
all four monomials listed in Table 1a, while the resonant quartic terms (13)
contain seven of the nine monomials listed in Table 1b, but does not contain

10



Three 
normal 
form 

calculations
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further simplification of above normal form 

Ncrit

• Nonsemisimple -1:1 resonance computed 
numerically at numerical location of HH2
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Normal form near semisimple 
double eigenvalue (Chow/Kim 1988) 
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Independent of                implying the existence of a conserved 
quantity and the integrability of the Normal Form.

(✓1 � ✓3)

Advantage: Easier to find solution structure in Normal Form.



The system can be further reduced. 
Periodic orbits          solve:

With

p
J1J3 (2✏�A (J1 + J3)) + 2A

�
N (J1 + J3)� J2

1 � 6J1J3 � J2
3

�
cos⇥ = 0

p
J1J3 (N � J1 � J3) sin⇥ = 0

⇥ = (✓1 + ✓3)

J1 and J3 act as barycentric 
coordinates on the 
triangle of admissible 
solutions showing relative 
strength of the three 
modes. J1

J3
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Sequence of bifurcations in Normal Form

J
1

J
3

Unphysical 
branches 
cross into 
physical 
region

J
1

J
3

Lyapunov 
branches 
“pinch off ”

2 Lyapunov 
families of 
fixed points
+ unphysical 
branch

J
1

J
3

J1

J3

Question:  At second bifurcation point HH2, must have 
Lyapunov families of fixed point.  Where do they come from?



Normal form for non-semisimple -1:1 resonances
at HH1 and HH2 (Meyer-Schmidt 1974)

In symplectic polar coordinates                   , this is: (r, ✓, pr, p✓)

H =H0(r, pr, p✓) +µ
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Two cases: ��b > 0

��b > 0��b < 0

Poincaré-Lindstedt argument: periodic orbits with “amplitude”      and 
frequency                when there is a solution to⌦+ µ!1 2!2

1 � �er2 = 2���

µr
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Computations using previous normal form
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Some computed PDE solutions 
on this branch
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The bifurcation at HH2
Numerically Computed Periodic orbits

New family of 
periodic orbits 
arises in “elliptic” 
HH bifurcation
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Increasing N
Solutions must satisfy                    .  
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What’s going on?
Getting close to other fixed points
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What about the other Lyapunov branches of periodic orbits?



I thought saddle-node bifurcations 
were boring
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Normal form for 
bifurcation

02i!
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Perturbation expansion shows two regimes
N < Ncrit N > Ncrit

Saddle-node 1

Saddle-node 2
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Saddle-node 1
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(f) N=0.31
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Saddle-node 2
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(b) N=0.67
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(c) N=0.673



Parting Words
• This problem has an ODE part and a PDE part

• Increasing from two wells to three makes the ODE 
part of the problem hard

• In addition to standing waves, there is a whole lot of 
additional structure in solutions that oscillate among 
the three waveguides

• Normal forms give us a partial picture of the reduced 
dynamics

• Even saddle-node bifurcations are interesting.

• Big question: What can be proven about shadowing 
these orbits in NLS/GP?

For re/preprints http://web.njit.edu/~goodman

http://web.njit.edu/~goodman


Thanks!


